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In the three years since the International Trade and Investment Program (ITI) was last reviewed, the most active area of research has dealt with the decline in the relative wages of unskilled workers in the United States and other industrial countries. The question is whether this decline is explained by increased trade attributable to globalization, or by skilled-biased technological change caused by the increased use of computers. Researchers from several programs at the NBER are participating in this debate, but I review here only the contributions of members of ITI program. Following this, I summarize activities in four other areas of our research: trade and growth; regional trade agreements; the impact of trade policies, including political economy, “strategic” trade policy, and antidumping policy; and a relatively new area dealing with trade, resources, and the environment.

A good deal of the research in this program has become more empirical in its scope, reflecting both the interests of the members and the availability of data. Contributing to this availability, Robert Lipsey, Harry Bowen, and I have released three CD-ROMs: “U.S. Imports, 1972–1994”; “World Trade Flows, 1970–1992”; and “U.S. exports, 1972–1994, With Other Data.” The first and third of these include U.S. trade data at the most disaggregate level available, and distinguish over 10,000 commodities per year. The second CD-ROM includes the United Nations world trade data, which have been purchased from Statistics Canada under a license that allows for widespread distribution. Each of these can be ordered for $50 from the Publications Department at the NBER (the CD-ROM dealing with world trade flows is available to academic users only).

*Feenstra is director of the NBER’s Program on International Trade and Investment and a professor at the University of California, Davis.
Globalization and Wages

During the 1980s, the wages of unskilled workers in the United States fell for the first time in the post-war years, both in real terms and relative to the wages of more highly-skilled workers. There is little disagreement on the basic facts of this “wage gap,” but a good deal of disagreement on both its causes and the appropriate research methods for uncovering them. One way to estimate the impact of trade is to measure the amount of skilled and unskilled labor embodied in U.S. imports and exports, and to add these amounts onto existing labor supplies: this is the “factor content” approach. While trade economists, for example see Edward E. Leamer, have tended to doubt the validity of this approach, Paul R. Krugman recently has argued that it is valid under some circumstances. Robert Z. Lawrence and Carolyn L. Evans have used this approach to calculate that even a fivefold increase in U.S. imports from developing countries would have only a modest impact on wages.

Another popular method is to compare the change in the prices of goods across industries with the factor intensities of skilled and unskilled labor used in production. According to the Stolper-Samuelson theorem, in order for trade to explain the decline in the relative wage of unskilled labor, there should be a fall in the prices of goods using unskilled labor. Leamer argues that this approach can account for the change in relative wages observed during the 1970s (what he calls the “Stolper Samuelson” decade), but not during the 1980s. Similarly, Robert E. Baldwin and Glen G. Cain find that changes in the prices of goods during the 1980s cannot explain much of the change in wages, with the exception of the decline in relative wages among the
least educated workers, for which trade could have been an important contributory factor.\(^6\)

In view of this rather ambiguous link between prices and wages, two schools of thought have emerged on the proximate cause of the decline in relative wages of the unskilled. The first notes that many industries in the United States and abroad have increased their relative demand for skilled workers, despite the fact that their relative wage has increased. This evidence points strongly to an outward shift in the demand for skilled workers within industries, which can be explained by skilled-biased technological change, including the widespread adoption of computers during the 1980s. This view is taken by Lawrence, who cites supporting evidence that United States multinationals have increased their relative demand for skilled (or non-production) workers in much the same manner across their parent plants and foreign affiliates.\(^7\) Krugman also argues that the technological change is global in nature, which explains why it has essentially the same effect on wages as a skill-biased technological change in a closed economy, and he suggests that trade itself is not that important.\(^8\)

The second school of thought holds that the foreign outsourcing of production also will shift demand towards skill labor in the United States, and therefore, is fully compatible with the demand shifts that have occurred. Gordon Hanson and I take this view and examine the impact of foreign outsourcing on the relative demand for non-production workers in the United States and Mexico.\(^9\) It turns out that outsourcing from the United States can account for about 20 percent of the shift towards nonproduction workers in the 1980s, but it accounts for a much larger portion of the labor shift in Mexico, as Hanson and Ann Harrison also find.\(^10\) In comparison, the increased use of computers in the United States can account for about 30 percent of the shift towards skill labor, which is above that for outsourcing, but not substantially so.\(^11\)

Outsourcing is measured in these studies by estimating the imported intermediate inputs within each industry, expressed as a share of total materials or costs. Jose Campa and Linda Goldberg have made this calculation over four countries, and find an increase in foreign outsourcing during the 1980s from the United States, Canada, and the United Kingdom, but not for Japan, where the share of imported intermediate inputs was smaller and declined over the 1980s.\(^12\) An alternative view of outsourcing focuses on just the activities of multinational firms, as Matthew Slaughter, and Lael Brainard and David Riker do.\(^13\) They all find that employment in the parent plants of multinationals complements rather than substitutes for employment in the affiliate plants. This seems to contradict the idea that corporations can shift production offshore easily; these results are therefore more supportive of the first school of thought.

Rather than focusing on wages per se, Dani Rodrik takes a broader look at the impacts of globalization.\(^14\) He finds that countries that are more open to trade have a larger share of gross national product devoted to government expenditures. He interprets these expenditures as a “safety net” needed to protect workers from greater external risk through terms of trade variability. However, as globalization also has increased the mobility of capital, the ability of governments to fund these social expenditures is reduced: it becomes necessary to rely more on labor than on capital taxation. If this trend continues for too long, there could be a backlash in terms of increased demands for protection.

This debate also has led to a rethinking of the theoretical foundations among trade, wages, and the location of production. Krugman and Anthony J. Venables have considered a model in which at intermediate levels of transport costs (low enough to promote trade but high enough to prevent factor price equalization), a core-periphery pattern emerges: countries in the core will have manufacturing agglomerated in them, while those in the periphery suffer from low wages.\(^15\) Kiminori Matsuyama demonstrates a similar pattern of agglomeration and uneven incomes across countries.\(^16\) James Markusen and Venables also allow multinational firms to choose their location of production, and they introduce high- and low-skilled labor into each country.\(^17\) They find that multinationals can increase the skilled-unskilled wage gap in the high income country and, under some circumstances, in the low income country as well.

Donald R. Davis has considered the implication of globalization in a model that contrasts the flexible wages of American with the fixed wages of Europe.\(^18\) In this setting, it turns out that the impact of globalization — for example the entry of the newly industrialized countries — is very different than if wages are uniformly flexible. In particular, the brunt of the new supplying countries is borne by European unemployment when those wages are fixed, and does not affect American wages as would occur if both regions had flexible wages. The impact of technological change also depends on the prevailing factor markets institutions in each country, which serves to emphasize that the impact of globalization cannot be assessed independently of conditions in a country’s trading partners.
Trade and Endogenous Growth

Current research in the program has focused on empirically assessing the various theories linking trade with endogenous growth. An essential element of these models is the idea that knowledge will diffuse across borders, making it possible for firms in one country to benefit from R and D activity done abroad. The extent to which these knowledge spillovers actually occur is an open question. David Coe and Elhanan Helpman, with Alexander Hoffmaister and Tamim Bayoumi, have examined the links among total factor productivity in each country, its own R and D expenditures, and those of its trading partners. They find that the trading partners' R and D has a surprisingly large impact on a country's productivity.

Jonathan Eaton and Samuel Kortum introduce greater structure onto the spillovers by using data on patent activity, and in particular, the patents that firms from each country take out in another country. Like Coe and Helpman, they also find a large impact of spillovers. Lee Branstetter also relies on patent data, and focuses on the firm-level productivity performance of American and Japanese corporations. The potential spillovers between these firms are measured by the overlap in the categories where they have each obtained patents, and these are regressed on various measures of firms' performance. He finds that there is a significant spillover of knowledge between the American and Japanese corporations, but this does not occur in the reverse direction.

Another way that trade will induce growth is through its effect on investment, both domestic and foreign. Richard Baldwin, with Elena Seghezza and Rikard Forslid, has investigated the impact of openness on investment using a modified Tobin's-q approach. Their empirical work on a cross-section of countries suggests that openness promotes growth through its impact on investment, and that protection retards growth. This hypothesis finds more limited support from Ann E. Harrison, who examines a broad range of potential determinants of growth. Rodrik focuses on Taiwan and South Korea, and argues that the investment boom in both these countries was critical to their future growth success, but that increased openness was probably a consequence rather than a cause of the investment. At a theoretical level, Joshua Aizenman and Nancy Marion have further examined the impact on a country's investment of uncertainty due to openness.

Turning to foreign investment, Eaton and Akiko Tamura argue that outflows of investment from advanced countries such as the United States and Japan are conduits of knowledge transfer and growth. Firms in these countries need to choose between exporting and foreign investment as alternative means of serving the foreign markets. Eaton and Tamura capture this decision in a modified "gravity model," which relates exports and foreign investment to country size and other characteristics. From the viewpoint of the destination country, the desirability of the investment inflows depends on its impact on local wages. A number of researchers, including Brian Aitken, Hanson, Harrison, and Lipsey, have documented the positive impact of investment inflows on wages for various countries.

The behavior of the government also should be considered as a determinant of growth. Rodrik argues that the presence of a professional bureaucracy is an important component of the East Asia success story. James Rauch develops a model of endogenous government behavior in which internal promotion can be used to influence the actions of bureaucrats, and thereby avoid corruption. Barbara Spencer examines a model where the government allocates quota licenses in a non-uniform fashion to firms that are otherwise identical. Surprisingly, it turns out that this bureaucratic control sometimes can achieve a better outcome than would a uniform allocation of quotas, such as through a market mechanism.

Given that any of the economic explanations for growth can explain only a portion of the cross-country variation, some researchers are looking to less conventional explanations. John Helliwell examines whether measures of "social capital" can help to explain the rapid growth rates of the Asian economies, and also the differences among the regional growth rates across American states and Canadian provinces. Rauch explores how social capital — measured by networks of individuals — can influence trade patterns. He distinguishes between organized exchanges for homogeneous products, where prices are announced, and differentiated products for which prices are not announced, so that information passed through networks becomes important. Andrew Rose and I develop an unconventional measure of openness which measures the time at which countries begin to export various commodities, and we use this measure to establish an ordering of countries or commodities. We show that the ordering of countries established by this criterion is correlated with either their level or growth of GDP per capita.

Regional Trade Agreements

Current research on trade patterns has led to the surprising finding that even when tariffs are close to zero, the movement of goods is still many
times greater within a country than across national borders: this is sometimes referred to as a "home bias" provided by national borders. For example, Shang-Jin Wei has found that an OECD country purchases about two and one-half times as much from itself as from an otherwise identical foreign country; Heliliwell finds that Quebec trades even more with the rest of Canada—and less with the United States — than the other Canadian provinces do; while Charles Engel and John Rogers find similar evidence of a break occurring at national borders by looking at the variability of prices. David Richardson and Pamela Smith have further examined the ability of an endowment-based model to explain the trade of U.S states, as has James Harrigan for the OECD countries. Holger Wolf has shown that the tendency for "home bias" extends equally well to subnational units within the United States, suggesting that it is caused more by the clustering of production than by the presence of national borders.

The possibility of eliminating the "invisible" barrier attributable to national borders provides one motivation for regional trade agreements, consisting of free trade between neighboring or politically-aligned countries. Other motivations, assessed by John Whalley, include: the use of regional trade agreements to underpin domestic policy reforms (as with Mexico in NAFTA); the desire to achieve firmer market access with large trading partners (as with Canada in NAFTA); the use of agreements to strengthen collective bargaining power in multilateral negotiations (as with the European Union); and the use of regional negotiations as a threat to driving multilateral negotiations forward.

Kyle Bagwell and Robert W. Staiger analyze the last of these reasons: the link between regional and multilateral agreements. They use a repeated game model to show how multilateral trade agreements can be sustained, where any deviations from this agreement are punished by reversion to the Nash equilibrium tariffs. It turns out that the reciprocity and non-discrimination, which are two pillars of GATT, arise as part of the equilibrium strategies in this repeated game. The question the authors pose is whether regional trade agreements, which allow for preferential treatment of member countries, help or hinder the achievement of multilateral agreements. They find that the free trade areas (which do not require a common external tariff among the member countries) pose a threat to multilateral agreements, but that customs unions (which require a common external tariff) can be consistent with the multilateral agreement.

Kala Krishna and Anne O. Krueger also make the distinction in their work between free trade agreements and customs union. Because the former do not require member countries to have a common external tariff, firms selling into the area would want to enter through the country with the minimum tariff. To avoid this, free trade areas must adopt complicated "rules of origin," that specify the rules under which any particular good can cross the border duty-free within the area. These rules of origin generate a substantial production distortion and deadweight loss within the area. For these and other reasons, Krueger concludes that free trade areas are always inferior to customs unions. Krishna and Jiadong Ju further investigate the effects of a free trade area that does not use rules of origin.

Alessandra Casella also examines regional trade blocs, and argues that the gains from enlarging the bloc are received disproportionately by the small countries. Her empirical work provides mixed evidence on this hypothesis. The proliferation in the numbers of regional trade agreements suggests that the countries involved perceive advantages above and beyond the traditional gains from trade. Raquel Fernandez discusses a number of non-traditional benefits from an agreement, including credibility, signaling, bargaining power, insurance and coordination. Magnus Blomstrom and Ari Kokko consider the impact of regional integration on direct investment flows.

**Political Economy of Trade Policy**

Gene Grossman and Elhanan Helpman have continued work on their project incorporating political economy considerations into the formation of trade policy. Their models allow politicians to be influenced by campaign contributions in their determination of trade policy; this is designed to maximize the joint welfare of the lobby and the government or politicians. This framework results in a number of empirically testable propositions regarding the cross-sectoral structure of tariffs, as well as differences in average rates of protection across countries.

For example, sectors without an organized lobby have a rate of protection that is related positively to the level of imports (holding fixed the import demand elasticity). But for sectors with an organized lobby, the level of protection is related negatively to the ratio of imports to exports. This reflects the fact that sector-specific owners have more to gain when production (and therefore exports) is higher, while the deadweight loss of a tariff is smaller when consumption (and therefore imports) is lower. Penny Goldberg and Giovanni Maggi find that this hypothesis is supported by the data. In addition, they estimate that the weight given to consumer welfare in the government's
objective function is surprisingly high: 50 to 88 times higher than the weight given to contributions.

Political economy considerations also motivate the recent work of James E. Anderson. He examines a new definition of the effective rate of protection (ERP), as the uniform tariff that is equivalent to the actual differentiated tariff structure in its effect on rents to residual claimants in a sector. The new ERP is equivalent to the old ERP under a special set of circumstances; otherwise, it is an improved method for thinking about the impact of protection on interest groups in an industry. In other work, Anderson has examined the budget constraint faced by the government, in the case where tariff revenue cuts must be offset by distortionary taxation. He argues that in practice this reduces the desirability of tariff cuts, and illustrates this using data from South Korea.

Douglas A. Irwin has analyzed the political economy of several historical tariff episodes. He examines voting patterns from the British general elections of 1923 to distinguish between two hypotheses: that the voting took place according to class or factor lines (that is, labor versus capital), or that the voting took place along industry or occupation lines. Irwin finds greater support for the latter hypothesis, which is consistent with a specific-factors model of production. In joint work with Randall S. Kroszner, Irwin examines voting patterns leading to the passage of the Smoot-Hawley Tariff in the United States in 1930. They find significant evidence of "log-rolling coalitions" among Senators with otherwise unrelated constituencies. Irwin also has estimated the degree to which the Smoot-Hawley Tariff can explain the subsequent fall in United States trade, and more generally, the extent to which the Great Depression influenced the subsequent shifts in U.S. policy.

**Imperfect Competition and "Strategic" Trade Policy**

The industry that arguably has received the most trade policy attention throughout the 1980s and 1990s is automobiles. The import competition faced by U.S. producers during the 1980s was offset by the application of a "voluntary" export restraint (VER) with Japan. Because this is an industry with a small number of producers, there seems to be some potential that the national benefits of a "strategic" trade policy might apply. Steven Berry, James Levinsohn, and Ariel Pakes investigate this using a model that allows for oligopoly behavior. They find that the VER shifted profits towards U.S. producers quite substantially, but despite this, it failed to be in the U.S. interest because the rents were given away to the Japanese firms.

The VER had the further effect of encouraging foreign investment into the United States, so that by the end of the decade it was redundant. Attention then shifted to the auto parts industry, which had a very low foreign market share in Japan. In an effort to expand this share, the Clinton administration threatened a 100 percent tariff on thirteen Japanese luxury cars, unless the Japanese agreed to expand their purchases of auto parts. Levinsohn examines what the impact of that policy would have been, and finds that the reduction in profits of the Japanese manufacturers would have been very large indeed. Surprisingly, the increase in U.S. profits would have been very modest, since most consumers would have switched to European or other Japanese models. Thus, this policy would have failed the test of a "strategic" trade policy.

However, the threat of this tariff still had an effect, since the Japanese agreed to purchase more automobile parts just 12 hours before the tariff was to be applied. Krishna and John Morgan examine how the effectiveness of a threat depends on having it linked to the market with the desired goal: in this case, the threat was made to the same Japanese firms that could implement the increase in purchases of auto parts. They argue that under these conditions, a market share target can be implemented with fairly weak informational and administrative requirements. Barbara Spencer, Ruth Raubitschek, and Jota Ishikawa also examine the scope for "strategic" policies when firms rely on intermediate inputs. They show that the potential benefits from export subsidies are enhanced if the intermediate inputs are supplied by domestic firms, but not if they are supplied by foreign firms.

Deborah L. Swenson empirically examines the auto parts agreement, focusing on the purchase of American parts by Japanese affiliates in the United States. The question here is whether the Japanese affiliates will ever purchase as great a share of U.S.-made parts as do American firms. Swenson finds that the Japanese firms do respond to exchange rate changes, so that an appreciation of the yen leads to greater purchases of American parts. These firms also have been buying more U.S.-made parts over time, but there is still a significant bias in their demand towards Japanese-made parts.

Michael Knetter and Penny Goldberg consider the impact of the exchange rate on firms' decisions. This work also is motivated also by issues of imperfect competition, and in particular, uses evidence on the pricing behavior of firms to determine their market conduct. A natural experiment arises when an exporting firm is selling to several different markets, and its exchange rate to these markets changes non-uniformly. Since the level of costs to these markets
can be controlled for, the resulting changes in the prices can be attributed to strategic pricing decisions on the part of the firm. Generally, firms pass through only a portion of exchange rate changes in their export prices. A good example is *The Economist* magazine, studied by Knetter, Atish Ghosh, and Holger Wolf. This magazine sells for considerably different prices across continents, and these are plausibly the result of intentional price discrimination; the time-sensitive nature of the product makes international arbitrage too costly.

**Antidumping Policy**

Antidumping policies are used more frequently than other trade policies available to firms facing import competition. This is perhaps not surprising in view of the finding that antidumping policies lead to an increase in import prices even in cases where duties are not actually applied. Thomas J. Prusa was the first to measure this effect. He found that when an antidumping action was initiated by a domestic firm, if a positive finding of dumping was made, there would be an opportunity for the domestic firm and the foreign firms to reach a “negotiated” settlement. Needless to say, this has had the effect of increasing prices even when duties are not applied. Price increases also have been found by Staiger and Frank Wolak. They look at the initial phase of an antidumping investigation, when United States government agencies are collecting information on the prices charged by foreigners. During this period, it is possible to find a statistically significant increase in import prices, because the foreign firms are trying to minimize the chances of being found guilty of dumping. Furthermore, Staiger and Wolak find that United States firms facing competition from Canada and Mexico are more likely to file antidumping petitions to obtain this trade-restricting effect, even if a duty is not expected to be ultimately applied.

Another way that antidumping policy leads to price increases is through the distinction between countries named in an antidumping investigation, and other countries selling essentially the same products in the United States, that are not named in the investigation. Prusa finds the investigation itself has the effect of restricting imports and raising the price from the countries named in the investigation; of course, these effects persist and are amplified if duties are applied. Moreover, he finds that there is significant trade diversion towards countries that are not named in the investigation, and on which duties are not applied. Prusa and Wendy Hansen investigate the process of “cumulating” the imports from named countries when assessing whether dumping has occurred. By aggregating over all “like” imports from named countries, it is more likely that the imports will compose a significant share of domestic consumption, and that there will be a positive finding of injury to the domestic industry.

**Trade, Resources, and the Environment**

A relatively new area of research has dealt with the impact of international trade on resources and the environment. James Brander and Scott Taylor examine the gains from trade when a country has one sector producing from a renewable resource. Producers in that sector make their decisions on the basis of short-run profits, and their yield depends on the stock of the resource available. This creates an intertemporal externality that is not corrected for by the market. In this setting, free trade can lead to a (long-run) fall in the utility of the country that exports the resource-based good, since it is induced to harvest more rapidly. Brander and Taylor further show that this loss in utility applies to a “consumer” country exporting the renewable resource to a “conservationist” country that regulates its harvest.

The possibility of losses for one country also arises in the model of trade and the environment that Brian Copeland and Scott Taylor consider. In this case, one “dirty” industry creates pollution that is a negative externality on the other “clean” industry located in the same country. If the country exporting the “dirty” industry remains diversified in the trade equilibrium, then it can suffer a welfare loss, because of the negative consequences on its “clean” industry. Copeland and Taylor have extended this analysis to the impact of pollution controls and capital mobility on the international location of pollution-intensive industries, and on the resulting levels of worldwide pollution. Markusen also has examined the impact of locational choice on pollution levels. He argues that multinationals do not increase the production-reallocation effect caused by environmental regulations, since these reallocations still occur across firms in different countries in the absence of multinationals. Finally, Whalley broadly discusses the direction of trade and environmental regulations in the WTO following the Singapore meeting of December 1996.

**Conferences and Other Activities**

The ITI holds two regular program meetings each year: a one- or two-day meeting in the spring, and a four- or five-day meeting in the summer. In addition, the group typically holds one topic-based conference every second year. The most recent of these was held in October 1995, and resulted in the NBER volume *The Impact of U.S. Trade Protection*...
and Promotion Policies (Chicago: University of Chicago Press, 1997). A few of these papers have been discussed here, and they are all reviewed in the Fall 1995 NBER Reporter. In addition, a number of researchers in the IMP program contributed chapters to the Handbook of International Economics, Vol. 3 (Amsterdam: Elsevier Science, 1995), edited by Gene Grossman and Kenneth Rogoff, and these have not been discussed here.


Research Summaries

Environmental Tax Policy Using a Two-Part Instrument

Don Fullerton*  

One important goal of tax policy is economic efficiency. In some cases, this requires raising revenue and avoiding changes in relative prices that may distort taxpayer behavior and create "excess burden." In other cases, however, economic efficiency might require changes in relative prices: for example, taxing the "negative externalities" from alcohol, tobacco, and disposal of household or industrial waste. (Negative externalities include injuries, second hand smoke, and aesthetic costs.)

A second goal of tax policy is administrative efficiency. This is often best achieved by taxes on market transactions, for which the tax base can be measured and verified most easily. Taxes can apply to wages paid by an employer, interest paid by a bank, dividends reported by a broker, and the sale of cigarettes and alcohol as reported by retail establishments.1

But what about disposal of household and industrial waste? To achieve economic efficiency, these activities should be taxed, but they are often not market transactions that can be verified by a third party. In such cases, a "two-part instrument" might resolve the conflict.2 Instead of directly taxing waste, a two-part instrument would raise the relative price of waste indirectly through both a tax and a subsidy on other activities that are market transactions. This policy combination can change relative prices in the same way as a tax on waste, but each tax or subsidy can be verified by invoices. Thus, the two-part instrument might better achieve both economic and administrative efficiency.

In the next sections, I clarify the theory behind this idea and provide a few examples. The following sections consider interactions with other taxes and the issue of scarcity rents.

Any Tax Can Be Set to Zero

Taxpayers long have known that government can tax them both when they earn and again when they spend; most economists recognize that one such tax is redundant. Generally speaking, a tax that takes half of your gross paycheck is equal to a tax that doubles the price of everything you buy. As a consequence, for any system of tax rates on different commodities, any one tax can be set to zero. Revenue can be raised by a tax on all forms of income. Then all the desired relative prices of the different commodities can be achieved by a set of taxes and subsidies on goods other than the untaxed good.3 One simple example is a political promise not to tax cigarettes, which can be circumvented by a tax on all income and a subsidy to all goods except cigarettes.

The best actual example of a two-part instrument is a deposit-refund system. A tax is first paid at the store on some item(s), and then returned if
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and when the item (or its container) is recycled. The result is a tax that remains on the good when it is not recycled. But this idea can be applied much more generally. Even the U.S. income tax operates on such a principle, using a withholding tax collected by employers that may exceed the tax due. If so, a refund is paid if and when the taxpayer files properly.

**Other Examples**

Suppose that a government wants to tax all household waste disposal in order to reduce landfill costs and negative externalities (like truck noise, odor, and groundwater contamination). A tax per bag of garbage might be difficult to implement, administer, and enforce. It also can induce illegal dumping. Under some conditions, however, the jurisdiction can: tax everything bought at the store, through a general sales tax; provide a partial subsidy to all regular garbage, through free curbside collection; and provide a higher subsidy to all recycling. This combination leaves a partial tax on garbage, but it leaves the highest rate of tax on anything not put into regular garbage or recycling — that is, anything dumped illegally.

Second, suppose policymakers want to tax some polluting emissions from a factory, and cannot measure those emissions through such devices as the “continuous emissions monitoring” (CEM) equipment used on large power plants. Ease of measurement and enforcement may vary for toxic or nontoxic emissions that are gaseous, liquid, or solid. (The emissions can be viewed as a necessary input to production with its own downward-sloping marginal product schedule, since additional emissions are successively less crucial to production.) The desired substitution in production from this “dirty” input to other “clean” inputs then can be achieved by a subsidy to all clean inputs. This subsidy tends to reduce the equilibrium price of output, which might encourage more purchases of this good. That effect can be avoided by a simple excise tax on the output. The result is a two-part instrument. The tax on output is equivalent to a tax on all inputs at the same rate. This tax is refunded on clean inputs, leaving an implicit tax on the dirty input. Each tax and subsidy applies only to market transactions which have invoices to verify the tax base.

The idea of a two-part instrument is perhaps most important in a case where the emissions are difficult to measure and the tax is difficult to enforce. Therefore, a third example might be emissions from the millions of motor vehicles in this country that are owned by many individuals who might tamper with on-board devices or avoid remote sensing devices designed to measure the tax that each person owes. Even without tampering, measurement might be expensive. Preliminary findings indicate that all the desired incentive effects of an emissions tax can be achieved by the combination of a tax on each fuel and a subsidy at the appropriate rate on each abatement technology including methanol, compressed natural gas, or other alternative fuel vehicles. Thus the measurement of emissions is unnecessary.

A fourth example involves the environment through common-property natural resources, such as water, that tend to be overused if not priced properly. Groundwater is hard to price explicitly, since a landowner can take as much as desired for free. Yet efficiency may require a price that covers the “scarcity rent” or any negative externality from depletion of the aquifer. The scarcity rent is the amount that others would be willing to pay for the water if they had the opportunity. An example of a negative externality is the reduction in springwater necessary for maintaining certain endangered species. If a farmer uses groundwater for irrigation along with other inputs in production, then a two-part instrument could tax the agricultural output, and subsidize all of the inputs other than water.

**When Government Needs Revenue**

With no revenue constraint, or the availability of lump sum taxes, the “first-best” tax on a polluting input is equal to “marginal environmental damages.” The firm is then faced with the full social cost of using that input. The two-part instrument taxes output and subsidizes other inputs, all at rates based on the same concept, marginal environmental damages.

Now, suppose that revenue must be raised using distorting taxes that affect labor supply and saving decisions. Perhaps the two-part instrument could help to raise revenue by imposing a higher tax and paying a lower subsidy. This suggestion is related to the “double dividend hypothesis,” that an environmental tax can help both to fix an environmental problem and to raise revenue for use in reducing other distorting taxes. Some have inferred that this second-best pollution tax rate should exceed marginal environmental damages. Recent research finds the reverse, though: the pollution tax raises output prices and reduces the real net wage, so it distorts labor decisions as well as the consumption mix.

What about the two-part instrument? Whatever the desired rate of tax on the dirty input, the same change in relative prices can be achieved by a tax on output that is returned on clean inputs. Thus the subsidy must match the tax. If second-best considerations reduce the desired—but-unenforceable tax on emissions, then they reduce both parts of the two-part instrument. Revenue considerations do not suggest raising the tax and reducing the subsidy.
Scarcity Rents

The point about revenue and the double-dividend hypothesis relates to my recent research with Gib Metcalf. The double dividend literature has suggested that a revenue-raising instrument, for example a pollution tax, can provide higher welfare than a non-revenue-raising instrument, such as quotas, permits, or command-and-control (CAC) restrictions on emissions. All of these policies can provide the same environmental improvement, and all raise the cost of production, but only the tax generates revenue that can be used to reduce distorting taxes on labor.

For example, the Clean Air Act Amendments of 1990 restrict emissions by using permits that are handed out to firms. The requirement to use these valuable permits raises the cost of production, and thus lowers the real net wage, but the scarcity rent goes to permit recipients. We show that the double-dividend debate should focus not on whether an environmental policy raises revenue, but on whether it creates scarcity rents that are left in private hands. Only if government sells all permits (or has a 100 percent profits tax) can it capture the scarcity rent and use that revenue to offset the reduction in the real net wage by cutting the labor tax.

Regulators can impose different kinds of CAC restrictions. If they simply restrict emissions, then they create scarcity rents that must be covered by a higher price of output. In contrast, regulators can require a reduction in emissions per unit of output. If it applies equally to all firms, and does not limit entry, then this policy does not create scarcity rents. For small changes, this "technology restriction" has no first-order effect on the cost of production. It does have first-order effects on the environment, however. So this non-revenue-raising policy unambiguously improves welfare, just like the revenue-raising emissions tax.

To clarify further that raising revenue is not the crucial distinction, one can compare an environmental tax that raises revenue to an environmental subsidy that costs revenue. One might think that an environmental subsidy would provide less welfare, since it must be financed by raising other distorting taxes. Yet the environmental subsidy has exactly the same effects as the environmental tax! The tax on a dirty input raises the cost of production. This is turn raises the price level, and would reduce the real net wage except for the fact that the revenue can be used to cut the labor tax. Symmetrically, the subsidy to a clean input reduces the cost of production. This reduces the price level, and would raise the real net wage except for the fact that the subsidy needs to be financed by raising the labor tax. Either way the real net wage is unaffected, so labor supply distortions are unaffected.

Fully specified, both of these policies are revenue-neutral. The two-part instrument (environmental subsidy financed by a higher labor tax) is equivalent to the emissions tax (with revenue used to lower the labor tax). The crucial distinction is not whether the environmental policy raises revenue, but whether it restricts the quantity of emissions in a way that creates a scarcity rent that is left in private hands, rather than captured by government and used to offset the effect of higher output prices.

1 For a discussion of tax systems that optimize administrative costs as well as tax rates, see J. Siemrod, "Optimal Taxation and Optimal Tax Systems," Journal of Economic Perspectives 4, 1 (Winter 1990), pp. 157–78.
6 The equivalence is broken if the good is taxed upon purchase in one jurisdiction and recycled in a different jurisdiction without a matching policy. Thus the policy might need to be implemented by a state, rather than local government. Also, the subsidy need not be paid per item. A payment per ton can provide the recycling plant with incentives to obtain more materials from households. Finally, a related set of taxes and subsidies can encourage firms to design their products to use the right amount of packaging and degree of recyclability. See D. Fullerton and W. Wu, "Policies for Green Design," NBER Working Paper No. 5594, May 1996.
9 In a first-best model, without revenue constraints, explicit closed-form solutions for the necessary tax and subsidy rates are provided in D. Fullerton and A. Wolverson, "The Case for a Two-Part Instrument...".
Tax Policy and Investment

R. Glenn Hubbard*

Much of my recent research has focused on determinants of business fixed investment and how tax policy affects investment decisions in both the short and the long run. This article briefly reviews my work in three areas of this research. First, I describe challenges in applying the economic intuition of the neoclassical family of models. Second, I summarize my work on complications raised by capital-market imperfections and lumpy investment projects. Finally, I explore the implications of recent empirical work for normative analysis of tax policy.

Modeling Investment: Back to the Future

Policymakers in the United States and other industrial economies evidently believe that business fixed investment responds strongly to tax changes (given the frequency with which governments manipulate tax policy parameters). Hence it is disturbing that models emphasizing the net return to investing — the "neoclassical" family of dynamic models emphasizing the role of the user cost of capital, or \(Q\), of estimating the Euler equation for the choice of the capital stock — are defeated by ad hoc models in forecasting "horse races," and that structural variables frequently are found to be economically or statistically insignificant.

The problem is seen easily in aggregate data. Movements of aggregate variables, including investment, over the business cycle are determined simultaneously; disentangling the marginal impact of a single forcing variable is difficult. For example, an exogenous increase in aggregate demand might lead firms to be more optimistic about their sales prospects and to purchase more investment goods; it also might be expected at least in the short run to lead to higher interest rates. If we examine the correlation between investment and the interest rate, we might even find that the sign is the opposite of that predicted by the neoclassical theory.

While an instrumental variables procedure might allow us to overcome this simultaneity problem, the estimator is only as good as the instruments, and good instruments are in short supply. Microeconomic data, however, provide a rich additional source of variation; my own work has focused on tests using firm-level data.

Conventional empirical tests of neoclassical models assume convex costs of adjusting the capital stock and attempt to estimate a parameter related to marginal adjustment costs. Jason Cummins, Kevin Hassett, and I note that conventional estimated coefficients on fundamental variables in firm-level panel data for the United States and other countries are very small, implying implausibly large marginal costs of adjustment. Such estimates imply very small effects of permanent investment incentives on investment.

In my research, I have focused on two general explanations of the failure to estimate significant tax effects on investment: measurement error in fundamental variables and misspecification of costs of adjusting the capital stock.

A major problem in using investment models based on \(Q\) or the user cost of capital to estimate effects of tax changes on investment is that measurement error in \(Q\) or the user cost of capital may bias downward the estimated coefficient. On a statistical level, Cummins, Hassett, and I estimate neoclassical models in firm-level data using first differences and longer differences (as opposed to the usual fixed-effects, within-group estimator) to address measurement error problems. We find lower adjustment costs and a greater response of investment to fundamentals. In other work, I depart from the strategy of using proxies for marginal \(Q\) and rely on the firm's Euler equation to model the investment decision. Using Compustat data for the United States, Anil Kashyap, Toni Whited, and I could not reject the frictionless neoclassical model for most firms, and the estimated adjustment cost parameters are more reasonable than those found in estimates of \(Q\) models. Very similar results are reported for European manufacturing firms by Cummins, Trevor Harris, and Hassett and for investment in overseas subsidiaries of U.S. multinational corporations by Cummins and myself.

Again, one reason the data may not appear to favor neoclassical models over accelerator models is a simultaneous equations problem. To the extent that data incorporate exogenous changes in both the real interest rate and the intercept of the investment function, aggregate demand shocks may dominate the hypothesized negative relationship between investment and the user cost of capital. In this case, the estimated coefficient on the user cost of capital (or \(Q\)) will be "too small," leading to adjustment costs that are "too large." Such simultaneity increases apparent accelerator effects, because positive shifts of the investment function raise both investment...
and output. Conventional instrumental variables have not proved very helpful in addressing the simultaneity problem.

Cummins, Hassett, and I argue that major tax reforms offer periods in which there is exogenous cross-sectional variation in the user cost of capital or tax-adjusted Q. We demonstrate that major tax reforms also are associated with significant firm- and asset-level variation in key tax parameters (such as the effective rate of investment tax credit and the present value of depreciation allowances). Hence tax variables are likely to be good instruments for the user cost of Q during tax reforms. We estimate significantly greater responses of investment to the user cost of Q following U.S. tax reforms in 1962, 1971, 1981, and 1986 than in other periods; we also find significantly greater responsiveness of investment to fundamentals following tax reforms in 14 countries than that detected using firm-level panel data for those countries.5

Complications: Capital-Market Imperfections and Lumpy Investment

Not all firms face the frictionless capital markets I described for the neoclassical models. Therefore tests may not be able to ascertain whether the observed sensitivity of investment to financial variables differs across firms and whether these differences in sensitivity explain the weak apparent relationship between the measured user cost (or Q) and investment. My research in this area has integrated information and incentive problems in the investment process by moving beyond the assumption of representative firms by examining firm-level panel data in which firms can be grouped into high-net-worth and low-net-worth categories. For the latter category, changes in net worth or internal funds affect investment, holding constant underlying investment opportunities (desired investment). Following my work with Steven Fazzari and Bruce Petersen,6 many empirical researchers have placed firms into groups as a priori financially constrained or financially unconstrained.

Two aspects of the conclusions of this research are noteworthy in the context of measuring incentives to invest. First, numerous empirical studies have found that proxies for internal funds have explanatory power for investment, holding constant Q, the user cost, or accelerator variables.7 This suggests that tax policy may have effects on investment by constrained firms beyond those predicted by neoclassical approaches. Indeed, returning to the accelerator analogy, Ben Bernanke, Mark Gertler, and Simon Gilchrist argue that this literature describes a "financial accelerator."8 In particular, the quantity of internal funds available for investment is affected by the average tax on earnings from existing projects. In this sense, average as well as marginal tax rates faced by a firm can affect its investment decisions.9

Second, empirical studies by me and by others generally find that the frictionless neoclassical model is rejected only for the groups of firms that a priori are financially constrained.10 Hence, while the shadow value of internal funds may not be well captured for some firms in standard representations of the neoclassical approach, the neoclassical model with convex adjustment costs yields reasonable estimates for most firms of the response of investment to fundamentals and to tax parameters.

The small estimated sensitivity of investment to fundamentals and tax variables in conventional empirical approaches led some researchers to suggest that adjustment costs may be nonconvex (one example being "irreversible" investment).11 Hassett and I argue, however, that much of U.S. investment is in the form of capital goods with well-operating secondary markets.12 Cummins, Hassett, and I also use firm-level data to investigate whether there was evidence of bunching of investment around tax reforms. We estimate transition probabilities among various ranges of investment rates over the years prior to, of, and after the tax reform and find no evidence that firms with large investment were likely to have lower investment in prior or subsequent years. Indeed, only a very tiny fraction of the sample was ever found to transit from high-investment to low-investment states.13

In part, the conclusions of such studies may differ because of differences in the level of aggregation. At a sufficiently fine level of disaggregation, all investment looks lumpy. The plant-level evidence suggests that investment appears lumpy, but the firm-level evidence does not corroborate this. However, there may be interesting differences between the investment behavior of plants and firms, as might be the case if, for example, managerial attention is limited and only a fraction of a firm's plants adjust their capital in a given year. Clearly, reconciling the plant-level and firm-level results is an important topic for future research.

Rethinking Tax Policy

My research suggests that tax incentives for investment are important components of the net return to investing and that the short-term and long-term responses of investment to permanent tax incentives are large. The deeper policy question remains: Would permanent investment incentives to increase the stock of business fixed capital raise economic welfare?

A scenario under which investment incentives might have an especially large impact on the quantity of
investment without dissipation in the prices of investment goods is one in which firms' demand for capital is responsive to changes in the user cost of capital and in which capital goods are supplied perfectly elastically. While it is implausible that the supply function for most individual capital goods manufacturers is perfectly elastic, the effective supply of capital goods to a given domestic market might well be highly elastic in the long run if the world market for capital goods is open. Investment incentives would raise prices of capital goods in the short run if the supply of capital goods is highly inelastic.

Using data for the United States and ten other countries, Hassett and I find that local investment tax credits have a negligible effect on prices paid for capital goods — indeed, we find that the capital goods prices for most countries are very highly correlated and that the movements of these over time are consistent with the "law of one price." In addition, using disaggregated data on asset-specific investment good prices and tax variables for the United States, we find that tax parameters have no effect on capital goods prices. Taken together, these tests suggest that the effects of investment tax policy have not been muted in a significant way by upward-sloping supply schedules for capital goods.

While it is instructive to ask how effective investment incentives are at increasing the fixed capital stock, a still more important question remains: What is the social value of the increase in the fixed capital stock?

Hassett and I review comparisons of "golden rule" levels of the capital stock or net investment relative to output to their actual values over the period from 1980 to 1994. For benchmark parameter values, equipment investment and capital stocks are below their "golden rule levels" (assuming 1980–94 is sufficiently long to characterize a steady state), while residential investment and the residential capital stock, which received significant tax subsidies over this time period, are near or above their golden rule levels. Such findings suggest that, by raising the stock of equipment capital, investment incentives have positive social returns.

The finding of substantial short-term and long-term effects of the user cost of capital on business investment has applications for current policy debates. In particular, I have focused on the consequences of a reduction in inflation and a switch from an income tax to a broad-based consumption tax for user cost of capital and investment.

Many economists have argued that, under fairly general assumptions, a reduction in the rate of inflation provides a relatively costless stimulus to business fixed investment by reducing the user cost of capital. Darrel Cohen, Hassett, and I derive the effect of inflation on the user cost and investment under various assumptions about sources of financing and about the openness of capital markets. We estimate that, if the United States were a closed economy, a single-percentage point decline in inflation from its current level lowers the user cost by about 0.5 percentage points. The effect is smaller, but still economically significant, if one assumes that the United States is a price-taker on international debt markets. All else being equal, this "tax cut" would, provide a stimulus to investment.

Under the income tax, the user cost of capital is influenced by the corporate tax rate, investment incentives, and the present value of depreciation allowances. Under a broad-based consumption tax, taxes do not distort business investment decisions. In addition, given current U.S. tax policy, the user cost is lower under a consumption tax than under an income tax. Hassett and I estimate that, all else being equal, a move to a consumption tax would stimulate the demand for equipment investment significantly.

Of course, other aggregate variables are also likely to change if such a large change to the tax code were adopted. For example, nominal interest rates and the supply of savings are likely to change. While it is difficult to say how large the net stimulus to investment would be, the consensus of the recent investment literature suggests that the partial equilibrium impact on investment may be quite large.

**New Directions**

My current work on investment focuses on two areas: studying how managers choose "hurdle rates" in evaluating investment projects and examining links between plant-level and firm-level investment decisions. The study of "investment" offers a lens through which to learn more about organizational decisionmaking and links between "financial" and "real" decisions.

Evaluation of Age Discrimination Laws

David Neumark*

The Age Discrimination in Employment Act (ADEA) was enacted by Congress in 1968 to "promote employment of older persons based on their ability rather than age; to prohibit arbitrary age discrimination in employment; to help employers and workers find ways of meeting problems arising from the impact of age on employment." Originally, the ADEA protected workers aged 40–65. Later amendments first prohibited mandatory retirement before the age of 70, and then outlawed it altogether. In recent years, age discrimination has come to represent a significant proportion of the complaints filed with the Equal Employment Opportunity Commission. For example in 1990, just over 10,000 complaints of age discrimination were filed under the ADEA, compared with around 43,000 complaints filed under Title VII of the Civil Rights Act for alleged discrimination based on race or sex.

Arguments For and Against Age Discrimination Laws

The fact that workers file age discrimination complaints under the ADEA does not, in and of itself, indicate that discrimination against older workers exists and should be addressed in the same manner as race and sex discrimination. There are two reasons to be cautious regarding this interpretation. First, there is an absence of prima facie evidence of discrimination against older workers. If anything, older workers tend to fare better than younger workers. One of the most robust empirical facts in labor economics is the "age-earnings profile," which captures the increases in earnings that workers experience over most of their career. In addition, older workers tend to have higher non-labor income and lower unemployment rates than younger workers. This contrasts with evidence regarding race and sex differences in labor markets; while economists and others continue to debate the source of these differences, there is no question that the earnings of women and minorities are lower.

---
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Second, an influential model of the age-earnings profile seriously calls into question the value of age discrimination legislation, especially the prohibition of mandatory retirement. In this model (developed by Edward P. Lazear) employers, in order to elicit effort from workers, initially pay workers less than the value of their productivity in exchange for promises of future wages that will exceed the value of their productivity. Mandatory retirement ages are then necessary to induce high-wage workers to leave the firm eventually. In Lazear's model, these contracts are efficient from society's perspective, and workers find them desirable even though they include mandatory retirement. However, once workers reach the mandatory retirement age, they would prefer to continue working at their current wage, and the ADEA gives them the right to do so. This led Lazear to conclude that the ADEA's ban on mandatory retirement would generate efficiency losses.1

Thus, the wisdom of legislation that prohibits age discrimination rests on a few key questions. First, is there firmer evidence of discrimination against older workers, particularly in the period predating the ADEA and the growth in age discrimination complaints? Second, does Lazear's model provide the best explanation of the employment relationship, and of age-earnings profiles in particular? If it does, then legislation prohibiting age discrimination, including mandatory retirement, may do more harm than good. Alternatively, if other models better explain the age-earnings profile, such as the general human capital model in which the age-earnings profile reflects increases in productivity, then such legislation is less likely to have detrimental effects. Finally, even if Lazear's model does provide the best explanation of the age-earnings profile, might age discrimination legislation actually strengthen such contracts, rather than weakening them? Much of my research over the past four years has addressed these questions.

Was There Age Discrimination?

It is difficult to draw inferences regarding the existence of discrimination even for demographic groups that are relatively low paid, let alone for older workers who are not low paid on average. To attempt to assess whether age discrimination in the labor market was a serious problem in the period surrounding the development of the ADEA, Richard Johnson and I examine evidence from the 1960s and 1970s as reported by older workers. We compare labor market outcomes for older workers who claim that they have experienced age discrimination on the job with outcomes for workers who do not report age discrimination. Self-reports of discrimination are clearly problematic, primarily because they may reflect negative outcomes that in fact are unrelated to discrimination. However, we are able to mitigate this problem by using other information to account for differences in these negative outcomes, including measures of job satisfaction. We also contrast the results for white men with those for black men, who may be more likely to attribute negative job outcomes to race discrimination. We find that about 3 percent of our sample of older male workers report age discrimination by their current employer in the form of demotions, layoffs, or failure to be promoted. A similar percentage report other forms of age discrimination in the workplace, such as difficulty getting hired. Moreover, workers who report age discrimination by their current employer are much more likely to leave that employer, thus facing substantial earnings losses. This evidence suggests that age discrimination in the workplace may be (or may have been) a serious problem, at least for some workers, which provides some basis for age discrimination legislation.

Models of the Age-Earnings Profile

I use information from a number of sources to test alternative models of the age-earnings profile. The central question in this research is how earnings and productivity rise over the life cycle. Perhaps the best way to study this question is with actual data on earnings and productivity. However, such data are difficult to come by, prompting other approaches as well. For example, Paul Taubman and I tested theoretical implications of the general human capital model that did not require productivity data.3 This model predicts that although different workers will choose careers and investments resulting in flatter or steeper age-earnings profiles, in equilibrium (under some conditions) the present value of the profiles for similar workers will be equal. In contrast in the Lazear model, steeper age-earnings profiles are associated with higher productivity and hence with higher present value of earnings. For a variety of specifications and assumptions, the evidence that we find is most consistent with the general human capital model.

However, in another study Johnson and I test an additional implication of the general human capital model: that at older ages, depreciation of human capital should outweigh new investment, and earnings should start to fall.4 In contrast, the Lazear model does not necessarily predict this. Well-known estimates of age-earnings profiles from standard cross-sectional datasets yield evidence of declining earnings at older ages, consistent with this prediction. However, a more careful analysis of
longitudinal data, especially taking account of the interaction of workers' earnings and employment with the Social Security system, yields considerably weaker evidence of declining earnings. This may call into question a stylized fact that often is viewed as supporting the general human capital model.

An alternative approach to inferring whether earnings rise faster than productivity is to ask whether there appear to be gains to owners of firms from shedding older workers. If older workers are overpaid, and if they can be shed without loss of reputation that damages the ability of employers to enter into Lazear-type contracts in the future, then in fact there may be such gains. Researchers studying corporate takeovers have suggested that one of the motivations for hostile takeovers may be to recapture the higher wages paid to older workers. Such takeovers enable firms to cut employment of older workers. Perhaps because takeover targets often are resold, or because the employment cuts occur under the burden of heavy debt, the effects on reputation may be small. In two studies, I explore the joint hypothesis that hostile takeovers target older workers' wages which exceed their productivity, and that these "extramarginal" wage payments exist. In one of the studies — the one with superior data — I find that older workers are paid more than their marginal product, consistent with Lazear's model, and that hostile takeovers target these excess payments.

The most compelling evidence on the age-earnings profile may come from data that permit us to measure both earnings and productivity over the life cycle. Judith Hellerstein and I carried out one such study using data on Israeli manufacturing plants. We combine standard data used to estimate production functions with information on labor costs and on the age structure of plants' workforces. This enables us to estimate differentials in relative pay and productivity of older versus younger workers. Consistent with the general human capital model, we find, increases in earnings with age mirror increases in productivity. However, a related study with Hellerstein and Kenneth Troske, using data on manufacturing plants in the United States, reaches different conclusions. In these data, using the same production function approach, we find that older workers are paid more than younger workers, but are quite a bit less productive, by perhaps 20 percent.

Unfortunately for those hoping for a definitive answer regarding the best model of the age-earnings profile, the evidence to date does not paint a consistent picture. Some evidence suggests that earnings rise with productivity, while other evidence suggests that workers indeed are underpaid when young and overpaid when old. Things can be even more complicated than this, as there are other explanations of rising age-earnings profiles. In particular, workers may prefer that their earnings rise over time because this serves as a forced-saving mechanisms. Workers can in this way enjoy higher consumption at older ages when they might otherwise have difficulty saving. In fact, I find that people who use forced-saving mechanisms — including overpayment of income taxes and receipt of a refund check, without interest, each spring — also are more likely to have steeper age-earnings profiles.

Thus, the jury is still out. Some evidence supports the general human capital model's explanation of the rising age-earnings profile. If this model is largely correct, then it is difficult to see why age discrimination legislation would be harmful. Employers may sometimes dismiss or otherwise mistreat older workers because of discriminatory tastes, and the legislation might reduce this type of behavior. At the same time, my research and that of others finds some evidence in favor of Lazear's model of long-term incentive contracts, in which age discrimination legislation might be harmful.

The Effects of Age Discrimination Laws

Even if Lazear's model best describes the age-earnings profile and the employment relationship, it is conceivable that by strengthening employment contracts, age discrimination laws increase efficiency. While age discrimination laws (including the prohibition of mandatory retirement) restrict employers from terminating employees involuntarily based on age, firms still may offer financial incentives to induce retirement at specific ages. In addition, mandatory retirement as it existed in the past may not have been a very important determinant of retirement age. Further, by prohibiting age discrimination in layoffs, the ADEA may inhibit firms from opportunistically reneging on long-term implicit contracts with older workers. Thus, by providing a means for workers to enforce Lazear-type contracts, the ADEA may encourage workers to enter into them.

Wendy Stock and I currently are investigating these two competing views of age discrimination laws. We consider the effects of such legislation on the steepness of age-earnings profiles, a proxy for the use of Lazear contracts. We can identify the effects of age discrimination laws from states that passed such legislation before the federal government did. We find that age discrimination laws lead to steeper age-earning profiles in the labor market. This is consistent with age discrimination laws strengthening the bonds between workers and firms, leading to greater use of Lazear contracts in labor markets, and hence possibly increasing
labor market efficiency.

Assessing evidence on labor market discrimination is difficult, because we rarely have information on all of the factors, including productivity, that affect earnings. Even among those who agree that there is discrimination, there are disagreements regarding the appropriate remedy. Because of the absence of prima facie evidence of worse labor market outcomes for older workers, and perhaps also because influential theoretical work in labor economics suggests that age discrimination laws may be detrimental, legislation prohibiting age discrimination may be viewed less sympathetically than laws prohibiting discrimination by race or sex.\(^1\) However, there is evidence suggesting that age discrimination was and may remain a real problem in labor markets. Thus, even if age discrimination laws restrict one means by which employers may enter into efficient employment relationships with workers, the net effect of these laws may be beneficial.
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Kenkel and Wang show that, if they are employed, male alcoholics are less likely than nonalcoholic men to receive a variety of fringe benefits, and are more likely to be injured on the job, and to work for smaller firms. The value of the lost fringe benefits is about $450 per alcoholic. Alcoholics are also more likely to be in blue-collar occupations, in which they earn an estimated 15 percent less than their nonalcoholic peers.

Silverman and Robles seek to identify an effective employment-based treatment intervention for chronically unemployed methadone patients. They find that the utility of employment as a drug abuse treatment intervention depends, in large part, on the extent to which it is used to arrange substantial monetary reinforcement for abstinence from drugs, and on the opportunity cost of drug use (that is, the cost in lost wages or jobs of continuing to use drugs). They conclude that employment could serve a valuable role in the treatment of hard-core drug abuse. They confirm, as has been shown in controlled clinical trials, that it is among the more effective drug abuse treatments currently in use.

Kaestner describes the relation-
ship between drug use and poverty and explores, in a preliminary fashion, the question of whether drug use causes poverty. Using a sample drawn from the National Household Survey of Drug Abuse and another from the National Longitudinal Survey of Youth, he concludes that drug use does cause greater poverty.

Carroll concludes that price and availability of nondrug alternatives are major determinants of drug intake. Changes in income dramatically alter preferences between drugs and alternatives; however, income has less of an effect on drug intake than on consumption of the alternatives. She concludes that the optimal formula for reducing/preventing drug intake would be low income, high drug price, and availability of inexpensive alternative nondrug reinforcers.

Ohfeldt, Boyle, and Capilouto find that individuals living in areas with higher cigarette tax rates tend to be less likely to smoke cigarettes, while those living in areas with higher tax rates on snuff tend to be less likely to use snuff. Smoking restrictions generally are associated with reduced cigarette use, but some types of laws restricting smoking are associated with greater snuff use. Finally, higher cigarette tax rates are associated with greater snuff use, but higher snuff tax rates are not associated with greater cigarette use. This suggests the possibility that increases in cigarette excise tax rates may induce substitution into snuff, at least among some young male cigarette smokers.

Using the results of the behavioral economic studies they have conducted over the last eight years, Bickel and Madden find that economic principles and concepts are relevant and do pertain to individual smokers. Moreover, the demand curve obtained in their experiments has wide generality. They conclude that these studies can inform policymakers, because their laboratory model demonstrates economic principles and examines the potential consequences of using broad ranges of the independent variable beyond what is typical in the natural economy; and, their results tend to be consistent with overall U.S. demand.

Sarbaum, Polacheck, and Spear run two experiments on rats that have been exposed to alcohol (ethanol). The first studies rats' responses to a 100 percent versus a 400 percent "increase in the price" of ethanol. In general, the rats respond only moderately to a 100 percent increase, but more dramatically to the 400 percent increase. In the second experiment, the rats respond to increased ethanol "prices" but not to the cue reflecting future price increases. In general, the results from the two experiments show that economic models of consumer choice are a useful tool for studying the consumption of ethanol. In addition, the experiments provide some evidence supporting habit formation, but not "rational addiction."

Vuchinich and Simpson find no difference between heavy and light social drinkers in their choices between a highly probable small amount of money and a less probable larger amount of money. Comparing heavy and problem drinkers versus light drinkers, they find a positive relation between temporal discounting and addiction: the heavier drinking is associated with money now, not later.

Chaloupka, Grossman, and Tauras find that youth demand for cocaine is sensitive to price. In addition, increased sanctions for the possession of cocaine and marijuana have a negative and statistically significant impact on youth cocaine and marijuana use. However, very large increases in the monetary fines which can be imposed for first offense possession would be necessary to achieve meaningful reductions in use. Finally, sanctions for the sale, manufacture, or distribution of cocaine and marijuana have little impact on youth cocaine and marijuana use.

Higgins underscores the fundamental role of reinforcement in the genesis and maintenance of cocaine use, and illustrates how that knowledge in combination with consumer-demand theory might be translated into effective strategies for reducing cocaine use.

Saffer and Chaloupka show that compared to the total population, racial and ethnic minorities consume more cocaine, but less equal amounts of alcohol, marijuana, and heroin. Also, there is a consistent pattern of negative own-price effects for alcohol and illicit drugs, and a complementarity between alcohol and illicit drugs. The own-price effects do not differ substantially among demographic groups. The pattern of complementarity between alcohol and illicit drugs suggests that alcohol taxes also reduce drug use.

Bickel and Petry simulate the purchase of drugs as their price, or individual income, varies. They find that the demand for heroin and cocaine is income elastic, with purchases rising in greater proportion than income. Marijuana, alcohol, and vallum purchases do not vary significantly as a function of income. The drug choices in this simulation were correlated with drug use as determined by urinalysis testing. These results point up the utility of a behavioral economics approach for characterizing polydrug abuse.

A project report on substance abuse, including these papers and their discussion, will be published by the University of Chicago Press. The volume's availability will be announced in the NBER Reporter.
The Neoclassical Synthesis of the 1960s was based on three sometimes conflicting principles of macroeconomics: that practical policy advice was an essential end; that short-run price stickiness was central to economic fluctuations; and that models should be based on optimization. Macroeconomics now is moving toward a New Neoclassical Synthesis, which Goodfriend and King describe. They find that the New Neoclassical Synthesis rationalizes an activist monetary policy: a simple system of inflation targets. Under this neutral monetary policy, real quantities evolve as suggested in the literature on real business cycles. The authors use the new synthesis to address several issues that must be resolved in order to make this inflation targeting regime practical, including: the response to oil shocks; the choice of price index; the design of a mandate; and the required structure of variations in short-term nominal interest rates when these are the monetary authority's instrument.

Rotemberg and Woodford consider a simple model of output, interest rate, and inflation determination in the United States, and use it to evaluate alternative rules by which the Fed may set interest rates. The model is derived from optimizing behavior under rational expectations, both on the part of the purchasers of goods (who choose quantities to purchase given the expected path of real interest rates) and on the part of the sellers of goods (who set prices on the basis of the expected evolution of demand). The authors find that the monetary policy rule that most reduces the variability of inflation (and is best on this account) requires highly variable interest rates, which in turn is possible only in the case of a high average inflation rate. But even a policy that minimizes the expected losses that are attributable to fluctuations subject to the constraint that interest rates be no more variable than under current policy would cause inflation to be stabilized considerably more and output to be stabilized considerably less than under the authors' estimates of current policy.

Using evidence on the variation in, and the returns to, schooling and experience across countries, Klenow and Rodriguez find that productivity differences are the dominant source of the large international dispersion in levels and growth rates of output per worker. Thus, although models that focus on physical and human capital accumulation are clearly important, research needs to be refocused toward explaining the causes of productivity differentials.

Gavin and Perotti study a dataset they constructed on fiscal policy in Latin America. They show that the movements in fiscal policy in the region differ significantly from those in industrialized countries. In partic-
ular, both government expenditure and taxes are significantly more procyclical — so that they rise together with the level of output — in Latin America. They also study the connection between fiscal policy and exchange rate regimes. They find no evidence that fixed exchange rate regimes impose more fiscal discipline, and some evidence that the reverse is true. Moreover, fiscal expansions in Latin America have been associated with subsequent exchange rate collapses.

Feldstein and Samwick study the economics of prefunding Social Security and Medicare benefits by increased savings in individual accounts. Because of the aging population, maintaining the existing relation of benefits to past earnings would require raising the current 12 percent payroll tax to 19 percent by the year 2030 if the current pay-as-you-go (PAYGO) system continues. In contrast, a funded system can deliver the same benefits with mandatory saving of less than 5 percent of payroll. The transition to this fully funded system could begin with a 2-percent-of-payroll rise in the combined value of the PAYGO tax and the mandatory saving that subsequently declines gradually, reaching the existing tax rate in 19 years and then falling sharply to less than 3 percent. The study examines the favorable impact on the capital stock and real disposable wage income, and discusses issues of risk and income distribution.

Carroll and Dunn attempt to make sense of the relationship between household balance sheets and consumer purchases. They find that the level of uncertainty about labor income, as measured by consumer’s unemployment expectations, is correlated with all measures of consumer spending. Finally, they show that a runup in debt similar to that experienced in the late 1980s can make consumption more sensitive to the uncertainty of labor income. This provides a formal underpinning for the view that the buildup of debt in the 1980s may have played an important role in explaining the weakness of consumption in the last recession.

As in previous years, the papers and discussions presented at this conference will be published in a volume of the same title by the MIT Press. It is typically available in the fall; publication information will appear in a future issue of the NBER Reporter.
Retirement saving accounts, particularly employer-provided 401(k) plans, have expanded rapidly in the last decade. More than 50 percent of workers are currently eligible for these plans, and over 70 percent of eligible workers participate in these plans. The substantial and ongoing accumulation of assets in these plans has the potential to significantly alter the financial preparations for retirement by future retirees. Poterba, Venti, and Wise use data on current age-specific patterns of 401(k) participation, in conjunction with Social Security earnings records that provide detailed information on age-earnings profiles over the lifetime, to project the 401(k) balances of future retirees. The results, which are illustrated by reference to individuals who were 27 and 37 in 1996, demonstrate the growing importance of 401(k) saving. The projected mean 401(k) balance at retirement for a current 37-year-old is $91,600 (in 1992 dollars), assuming that the 401(k) plan assets are invested half in stocks and half in bonds. For a current 27-year-old, the projected balance is $125,500. These results support the growing importance of personal saving through retirement saving accounts in contributing to financial well-being in old age.

Lee and Tulapurkar develop forecasts of the Social Security reserve fund, payroll tax rates, and other quantities of interest. They also model the real rate of interest on government securities, and a measure of the rate of labor productivity growth, purged of demographic effects. They compare their results to Social Security projections, assess the level and relative importance of various sources of error, present probability distributions for balanced budget payroll tax rates up to the year 2070, and provide distributions of the actuarial balance. (This was a work in progress, and all results were preliminary at the time of the conference.)

Shoven and Wise show that pension distributions can face marginal tax rates as high as 61.5 percent; pension assets passing through an estate can face virtually confiscatory marginal tax rates between 92 and 99 percent. This is not limited to the rich; in fact, people of modest incomes who participate in a pension plan over a long career may face such rates.

The background paper by Poterba, Venti, and Wise summarizes their research on the effect of IRA and 401(k) contributions on net personal saving. They conclude that contributions to both IRA and 401(k) plans largely represent new saving.

Deaton and Paxson use the National Health Interview Survey from 1983 to 1994 to examine patterns of inequality over the life cycle for two health-related indicators: self-reported health status (SRHS) and body-mass index (BMI). As with economic measures, these health measures become more widely dispersed with age. The rate of dispersion with age of BMI, but not SRHS, is more rapid for women than for men. BMI and SRHS are more variable among young women than among young men, possibly reflecting pregnancy. Health status rises with income: the correlation is lowest for the young, increases until age 50 to 60, and then diminishes. BMI is not correlated with income for men, but is negatively correlated with income among women; the correlation is highest in middle age. Blacks consistently report lower health status than do whites; some fraction of this difference can be attributed to the lower incomes of blacks. Less of the difference is explained by income among women than among men, an effect that is even more pronounced for BMI.

Why has medical care become so expensive over time, and what has been its value to society? Cutler and Meara use surveys of individual annual spending on all medical services to begin to address these questions. They show that from 1953 to 1987, medical spending increased disproportionately for infants (those under a year old) and the elderly (those 65 and older). Much of the spending growth for these groups was related to treatment of premature infants and of elderly with circulatory disorders or cancer. Based on aggregate data, the gains in "health outcomes" are greatest where spending growth has been most concentrated, Cutler and Meara find.

Garber and his coauthors analyze claims for a random sample of all
elderly Medicare beneficiaries who died during 1986–90. They find that the “excess” Medicare costs for decedents tend to diminish with advancing age. A very small number of decedents have no Medicare claims in the year before death. For the most part, the conditions diagnosed in Medicare decedents are common and not necessarily fatal.

Major risk insurance, like any other coverage, is supposed to protect against large losses. But if expenditures are correlated within families, then the consequences of having large deductibles might be more serious than an analysis of individuals’ expenditures would suggest. 

Eichner evaluates the consequences of such correlations under a major risk insurance scheme. He shows that in the ranges relevant to a consideration of catastrophic health coverage, interfamily correlation in expenditures has relatively minor consequences.

“Anchoring” is a psychological response to information disclosed in the course of a subject’s being asked about some quantity. In a wide variety of situations, the information (or “anchor”) changes the subjects’ responses systematically, shifting them toward the anchor. The magnitude of this effect depends on the amount of uncertainty that respondents have about the topic. Hurd and his coauthors study the effects of anchoring on reports of consumption and savings accounts. They find the effects to be about what psychologists would predict: the distributions shift toward the anchor; anchoring is quantitatively important; and the magnitude seems to vary with expectations about respondent uncertainty. The elasticity of the estimated median of the distribution of consumption is about 20 percent, and about 10 percent for savings accounts, with respect to the anchor. The authors conclude that anchoring may be a quantitative estimate of the amount of uncertainty in a population.

McGarry and Davenport focus on one source of financial support for the elderly, pensions. Using data from the Health and Retirement Survey, they analyze the distribution of pension wealth paying particular attention to differences in pension wealth by sex and race. They find that men are approximately 50 percent more likely to have pensions than are women. More surprisingly, even conditional on having a pension, men have twice as much average pension wealth as women: married men have average pension wealth of $140,300 and married women just $72,000. Differences by race are less strong than differences by sex, but still large. Finally, the financial inequality between single men and single women is increased with the addition to net worth (non-Social Security, non-pension wealth) of pension wealth, while the difference between whites and nonwhites is lessened.

McClellan considers the consequences of various illnesses and accidents for labor supply and health insurance coverage of three groups of older Americans: males and females within couples, and single females. He finds that these health problems are more prevalent in individuals with lower education, incomes, and wealth, and in individuals with other prior health conditions. These relationships persist after McClellan adjusts his sample for age. Major “health events” have particularly large effects on retirement decisions, and these effects go well beyond the consequences of the events for functional status. The occurrence of chronic health problems has a milder, although significant, effect on rates of exit of the labor force beyond the association with declining function alone. In contrast, accidents are not associated with additional departures from the labor force. Health events also have substantial effects on health insurance coverage, especially for males. They are associated with small increases in the probability of having health insurance, despite the fact that they tend to lead to reductions in private insurance coverage, particularly for males and for individuals without retiree insurance coverage. These reductions in private insurance coverage are offset by increased coverage through government insurance programs, primarily Medicare, as a result of qualification through the Disability Insurance system.